A Message from the President

After two years at the helm of the European Evaluation Society this is my last message to Connections readers as President. I was proud to represent you at the excellent Third International Conference on National Evaluation Capacities (NEC) 2013, organized in Sao Paulo by the United Nations Development Program and the Government of Brazil (http://www.nec2013.org/).

For the first time, the NEC conference not only involved national governments, but also evaluation practitioners, academics and voluntary associations. It was highly participatory and allowed fulsome debate among stakeholders. It tackled three interlinked themes: Independence, Credibility and Use. In my keynote address I reached beyond the usual methodological concerns and identified other factors of evaluation credibility –the values on which the evaluation rests; the expertise of evaluators; the independence of evaluation governance; the transparency of evaluation processes; the credibility of evaluation evidence; how the evaluation is shared, communicated and reported, etc.

Specifically I described six challenges: 1) political relevance: evaluations should be tailored to the specific force field of the local context; 2) stakeholder participation: who participates and has a say matters a lot to evaluation credibility; 3) institutional legitimacy: credibility also hinges on the nature of the authorizing environment within which the evaluation is conceived, planned and managed; 4) evaluation capacity: the knowledge, skills and dispositions not only of evaluators, but also of evaluation managers and commissioners are essential ingredients of evaluation credibility; 5) epistemological clarity: we should acknowledge the limitations of our measuring instruments and give careful thought as to what counts; and 6) effectiveness of outreach: high quality reporting; expert communications; ready accessibility of evaluation knowledge are critical ingredients of credibility; etc.

I concluded by highlighting the importance of evaluation associations and networks in the promotion of evaluation excellence.

I also attended the Annual meeting of the American Evaluation Association in Washington DC (http://www.eval.org/p/cm/ld/fid=21). Given its huge size the AEA conference in Washington DC captured a wide range of evaluation ideas and concerns. I was again impressed by the enthusiasm of our American colleagues. I found it comforting to be among so many people who share a passion for the evaluation endeavour. I was also struck by the differences in perspectives and evaluative traditions between America and Europe thus confirming the wisdom of Nicoletta Stame’s reflections included in the leading article of this Connections issue.

Among the numerous debates taking place in Washington this year, a salient one attracted my attention and that of many other
EDITORIAL: CONNECTING THE DOTS IN EVALUATION
Robert Picciotto

As individuals and citizens we evaluate all the time. But we do not always do a good job of it. Daniel Kahneman secured a Nobel Prize in economics by demonstrating *inter alia* that human beings do not act according to the rational choice model dear to economists. He proved that the “remembering self” gives disproportionate weight to most recent perceptions. His experiments demonstrated that retrospective as well as forward looking assessments are subject to systematic biases.

Passions and interests cloud judgment. Throwing good money after bad is widespread. Investors tend not to cut their losses because doing so would be to admit failure. Organizations as well as individuals are creatures of habit. Path dependence in decision making is common. Successful organizations are especially at risk since they tend to ignore changes in the operating environment and as a result underperform because they have failed to adjust their objectives and approaches.

Kahneman’s findings have opened up a large new field of study (*behavioural economics*). It concentrates on how to get better public outcomes through ‘nudges’ designed to help people make decisions that are in the public interest.

Similarly evaluators seek to redress irregularities in behaviour through systematic fact finding and analysis, e.g. assessment of social programs involves theories about how people will react to incentives or how effectively they will use social services.

Double and triple loop learning are meant to help manage design and implementation. This is ultimately why evaluation as a discipline fulfils a useful role in society. In a nutshell evaluators look for evidence about how things work in ways that are different from those we use in our daily decision making. Well conducted evaluations carried out independently help to overcome systemic biases.

Evaluators withhold judgment until they have identified the right questions, discovered the right ways to tackle them and collected and analysed relevant evidence. This expert and systematic process and its outcome are what we call evaluation. It has brought forth a wealth of evaluation approaches and models. This is what Alkin and Christie’s metaphorical evaluation theory tree illustrates.

In the leading article of this Newsletter Nicoletta Stame is in pursuit of a European equivalent to the original version that displayed the names of eminent American evaluation thinkers on three distinctive clusters of disciplinary branches connoting values, methods and use.

Stame’s article identifies several European individuals who deserve a place in evaluation history since they have made major contributions to the progress of the evaluation discipline. But rather emphasizing the intellectual prowess of individuals she views evaluation research on this side of the Atlantic as a collective, multi-faceted endeavour shaped by Europe’s institutions and cultures.

Inevitably the evaluation tree metaphor spawns more questions than it answers. One such question is explored in Ann Doucette’s article: it probes the neglected interface between evaluation models and the measurement instruments used to gather and assess evidence. Measurement methods influence evaluation findings more than usually acknowledged.

For example averages of collected data may be misleading if the intensity of responses or the reliability of sources is not taken into account. Equally the chosen bandwidth of observations is often too limited and as a result it may fail to capture the full range of relevant knowledge. What gets measured is as important as how accurate the measurement is. This is the thrust of Mattia Prayer Galletti’s article which stresses the role of effective targeting (and its systematic tracking) in enhancing the poverty reduction impact of rural development interventions.

Use and methods are closely related. In turn striking a better balance between values and methods is the theme struck by Irene Gujit and Chris Roche. Their trenchant article suggests that impact assessments now dominated by methodological concerns would be more credible and useful if they were explicit about whose learning counts, whose accountability is improved and whose influence is strengthened.

The need to consider values, methods and use together is further illustrated by the experience of the United Nations Industrial Development Organization (UNIDO). Specifically Margareta de Goys’ article shows that the purpose of evaluation should drive the choice of methods – not the other way round. While striving to improve the relevance, rigour and learning benefits of its evaluations UNIDO discovered the over-
A EUROPEAN EVALUATION THEORY TREE

Nicoletta Stame

This article is based on the deliberations of a Helsinki conference panel about European contributions to the theory of evaluation. Following a summary of my chapter on the “European evaluation theory tree” included in Alkin and Christie’s new edition of Evaluation Roots (Sage, 2012) three discussants and session participants offered comments.

The theory tree

Alkin and Christie took the bold step of picturing the vast panoply of theories of evaluation (be they prescriptive, descriptive or explanatory) as a metaphorical tree. First, they labeled its twin sets of roots as “accountability and control” and “social inquiry”. Next, they grouped its branches into three bundles: “values”, “method” and “use” and used these categories to classify evaluation theories.

Thus they assumed that each evaluation pioneer could be “definitely associated with a particular theoretical position”. While they might have dealt with all three theoretical domains they were presumed to have invariably privileged one of them. Hence theorists were placed on different branches of the tree and asked to talk about the influences that shaped their work, their experience and their perspectives. They were also asked how they felt about their location on the tree.

The first edition of the book was limited to US theorists; and understandably so since evaluation was mainly “made in the USA” for a very long time. But things have changed and Alkin and Christie decided to open an international window. Patricia Rogers was commissioned to write a chapter on Australia and New Zealand and I was asked to write a chapter about Europe. Since then Carden and Alkin reviewed the work of developing countries theorists.

The European tree

I found the task challenging: we in Europe either tend to think of ourselves as followers of streams that have sprung elsewhere or are more concerned with doctrines espoused by Europe based institutions and organizations (the European Commission, research centers, etc.) than with individual thought leaders. But after a close search, including forgotten papers, I realized that yes, we do have “original thinkers” that match Alkin’s and Christie’s characterization. We even have a special category of thinkers: the “theory-weavers”. These are individuals who have helped to shape an enabling environment for the development of evaluation theories by creating bridges between different approaches and theoretical traditions.

My chapter discovered the following theorists (and theorists): illuminative evaluation (Parlett and Hamilton), democratic evaluation (MacDonald); personalized evaluation (Kushner); policy tools (Vedung); dialogue in evaluation (Karlsson); realist evaluation (Pawson and Tilley), syntheses and evidence based policy (Pettigrew, Oakley).

Theory-weavers include Elliot Stern, with his editorship of “Evaluation, the international journal of theory and practice” and his coordination of the EVALSED Guide as well as Eric Monnier (co-author with Jacques Toulemonde of the MEANS guide).

I identified three main ways in which European theorists developed their ideas.
First, I found connections between European theorists and American evaluation thinkers. Here I singled out the original contribution of “democratic evaluation” by such authors as MacDonald, Hamilton and Kushner, who carried out intense dialogues with US authors (e.g. House and Stake).

Second, I uncovered a close link between some European evaluation theorists and Europe’s institutional context. This is especially evident in the Scandinavian group of evaluators who have devised ways of linking evaluation to the democratic tenets of the welfare state. Noteworthy is the work of Vedung on the policy tools. A similar concern prevails among those who originally contributed to creating a European environment more favorable to evaluation practice (the Guides).

Third, some European evaluation thought leaders paid great deal of attention to the evolution of national social policies and European programs. This created an awareness of the complexity of programs and the need for suitable approaches. Thus realist evaluation (Pawson and Tilley) constitutes a distinct and original European approach that focuses on contexts and mechanisms.

The debate

The panel took up different issues ranging from the general (the overall approach, the characteristics of Europe’s evaluation framework) to the specific (particular approaches).

First, the concept of “theorists” was challenged since it promoted individualism whereas evaluation is a collective practice, e.g. within research institutions. In particular, Helen Simons thought that theories should be understood within “a wider discourse and institutional practices”. She referred to her own experience with “democratic evaluation” within the East Anglia University group. Its innovations were grounded in the inadequacy of previous methodologies to address controversial value issues. It laid stress on pluralistic ethical principles and inclusive procedures. It adopted a political stance rooted in the need to redress power imbalances when expressing evaluation judgments.

Peter Dahlen Larsen challenged the very idea of “original” thinkers which he wittily described as intent on devising “strategies for eliminating rival authors”. Could it be that by looking for such rare individuals one forgets theoretical connections, over-estimates individuality over dialogue and ignores the shaping of ideas through disagreement? Is it possible to conceive of a “European” evaluation community where different communities co-exist, with different languages and traditions?

Burt Perrin emphasized the distinct European character that contrasts with US attitudes: an appreciation for history and context; a tolerance of cultural differences; a reflexivity and openness to exchanges with other parts of the world. This can go as far as sheer imitation even when flaws have been identified (e.g. the EU obsession with performance indicators). On the other hand, the European sensibility offers the opportunity to address big questions such as those of austerity vs. growth (lest evaluation becomes part of the problem).

Audience reactions had a different flavor. Why include some authors and not others? What empirical justification existed for the selection of theorists? Was the choice driven by impact (the most read, cited authors)? Or was it motivated by their influence within theory-groups and networks? Finally some participants lamented the scarce representation of their fellow country-people (e.g. Germany).

My response to these observations reflected the original intention of my chapter: to highlight the original contributions of European thinkers. Such contributions are not always recognized, even within European circles. I did not intend to provide a history of European evaluation (that would have included a more representative sample, nationally and by policy sector) nor an account of influential streams of thought, whether commendable or not. But eliciting strong reactions after all, is the risk implicit in any exercise reliant on “connoisseurship” and discretional judgment.

I hope that entering the game of the evaluation theory tree had the merit of surfacing issues that had been lying underground for a long time:

- How can Europe develop its own theoretical tradition in evaluation?
- What links across the Atlantic and beyond should be nurtured?
- Is there a European evaluation culture or are there different national evaluation cultures within Europe?
- How has evaluation adapted to different cultures?
- How does theory interact with practice and how do ideas develop?
- What is the role of mediators and bridge builders, as embodied by the theory weavers?
Evaluation efforts seek to gather information, credible evidence on which to make decisions regarding the effectiveness, efficiency, worth and value of an object of interest (e.g., program, policy, technology, etc.). While we debate the primacy of randomized designs, the sufficiency of quasi-experimental and non-experimental approaches, the clarity of evaluation objectives, the choice among data collection methodologies, the dilemma of evaluation objectives, the choice among the sufficiency of quasi-experimental and debate the primacy of randomized designs, program, policy, technology, etc.). While we worth and value of an object of interest (e.g.,

decisions regarding the effectiveness, efficiency, creditable evidence on which to make decisions. We assume measurement precision as opposed to examining the range of knowledge that can be gained across the items/questions used. Items/questions vary in terms of the level of the trait assessed (content) and may not adequately cover the construct of interest; instead clustering at certain positions along the latent trait continuum. Item/question coverage at the extreme ends of most continuums is typically scant. Inadequate and uneven bandwidth compromises our ability to stably position beneficiaries, collectives, and organizations along the measurement ruler. A few items/questions coupled with a small number of respondents at the ends of the continuum yield unstable estimates of change. Unrecognized item/question gaps result in potential data misinterpretation. For example, stable scores indicating no improvement might well be a consequence of a lack of appropriate items or questions that allow respondents to demonstrate continued improvement or further deterioration (see Figure I).

Filling in measurement gaps is challenging. In many instances the latent constructs we evaluate are “pseudo-continua,” at one end of the continuum variation is of interest and is meaningful to the evaluation effort; at the other end it is less so. Although it is challenging to address measurement gaps, knowing that they exist provides more precision in our interpretation of the data, giving us the ability to investigate disappointing outcomes as potential measurement shortcomings (Doucette & Wolf, 2009).

More sophisticated measurement models exist, allowing us to examine the adequacy of item and question coverage – item response
theory models (IRT – Lord, 1980; Embretson & Reise, 2000). These models, while prevalent in educational assessment, and medical and clinical investigations, have been substantially slower in terms of their acceptance in evaluation practice. In summary, while measurement is only one step in advancing the credibility of evidence gathered in evaluation efforts; it is nonetheless, its foundation. To ignore the implications of measurement is to conceptualize evaluation as an effort that is subject to the vagaries of measurement artifacts, a substantive compromise to the credibility of the evidence produced.

Contact Information

Director, The Evaluators’ Institute
Director, Midge Smith Center for Evaluation Effectiveness
Research Professor, Evaluation and Health Policy
The George Washington University
2147 F Street NW, Suite B-01
Washington, DC 20052
Phone: 202.994.8112 / eFax: 202.315.3304
E-mail: doucette@gwu.edu

References


Evaltalk Listserv Archives – https://listserv.ua.edu/archives/evaltalk.html – last access 1 August 2013.


RURAL DIFFERENTIATION AND TARGETING: EVALUATING IFAD’S APPROACH1

Mattia Prayer Galletti

In 2009, an external peer review of the effectiveness of the Independent Office of Evaluation (IOE) of the International Fund for Agricultural Development (IFAD) recommended further strengthening of evaluation use geared to organizational learning. Amongst other things, IOE was urged to contribute more actively to IFAD’s knowledge management activities through the production of evaluation syntheses and wider dissemination of evaluation findings.

In this context, IOE’s synthesis reports emerged as privileged vehicles for the transfer of relevant evaluation experience and lessons learned. For example, IOE’s synthesis report on Rural Differentiation and Smallholder Development was prepared with the intention to contribute to the policy debate triggered by the preparation of the last IFAD’s Strategic Framework 2011–2015.

The Evaluation Synthesis was based on a comprehensive desk review about IFAD’s experience on targeting. It covered twenty seven project evaluations, nineteen Country Programme Evaluations (CPEs), six Corporate-

Figure 1: Do measures adequately characterize beneficiaries or programs of interest?
The decision about whom to target is not simply a design issue. It also requires consensus building during implementation. Thus involving local communities in the identification of poor households, through Participatory Rural Appraisal activities (wealth ranking) or other methods, has proven effective in the selection of the most appropriate poverty criteria and in ensuring local ownership about which households to prioritize during project implementation.

As an example, in Cambodia, the Community-Based Rural Development Project in Kampong Thom and Kampong introduced a new targeting approach at Mid-Term Review (MTR) focusing explicitly on the identification of most vulnerable families (MVFs) with the support from commune councillors and village representatives. MVFs were then provided with special identity cards to ensure free access to government services and donor support activities.

Closely related to the choice of ‘who to work with’ is the decision about how to support them. The importance of devising appropriate development strategies and activities to meet the expressed needs of target groups is a common thread in evaluation reports’ recommendations. There is often a “disconnect” between project intent and the ability of target groups to take advantage of project services. Hence the full benefits of targeting are not tapped in the absence of actions supporting capacity building and the empowerment of disadvantaged groups.

The recent IOE's Annual Reports on Results and Impact of IFAD Operations have raised concerns that poorer and vulnerable groups might have benefited less than wealthier groups from project interventions. In view of these findings, it appears that IFAD should further tailor its strategies to enable the poorest to benefit from its interventions without falling into a ‘one-size-fits-all’ approach that strives to reach different groups with similar interventions. On the other hand, the review also shows positive results when project designs address clearly identified social differences. For example in the case of indigenous peoples cultural differences proved to be an advantage: it induced adaptation of project designs to the local context. A small number of evaluations of rural youth support projects confirmed this finding. Clearly socio-economic differences while they are hard to identify and monitor do matter to project outcomes.

While project interventions usually align with the expressed needs of the target groups, effective poverty reduction strategies may require actions targeted to other social groups. In some contexts migration and non-farm employment are the only opportunities left for improving the livelihoods of poor rural families. In such cases however IFAD can also help address the impact on agriculture production and community resilience for those left-behind.

Beyond targeting, another important element is the need for effective monitoring that allows identifying issues and taking corrective actions in a timely manner. This is critical particularly in rapidly changing environments, e.g. in post-conflict scenarios or areas affected by rapid economic transformation. Unexpected events may affect specific target groups in ways that could not have been identified in design. Ensuring that project management teams practice due diligence with regard to targeting during implementation is therefore an important part of the development effectiveness equation.

As a closing remark, a well-designed project targeting strategy may increase the likelihood that the focus on the poor and marginalized is not lost during implementation. On the other hand, while pro-poor criteria and targeting are essential they are not sufficient on their own to optimise poverty reduction potential.

---

1 This article does not necessarily reflect the views of IFAD management or its independent evaluation department
2 IFAD uses a rating scale of 6 ranging from highly unsatisfactory to highly satisfactory.
DOES IMPACT EVALUATION IN DEVELOPMENT MATTER?
WELL, IT DEPENDS WHAT IT’S FOR!

Irene Guijtand, Chris Roche

1. Introduction

It’s never fun to waste one’s time. So an impact evaluation (IE) that makes a difference would appear to be a good starting point, right? Yet the utility of IE is not always clear or even questioned. Many of the debates about IE focus on formal definitions of impact or on which method is the right one. These tussles are embedded in a growing IE industry with vast amounts of money and many professional reputations at stake. Re-orienting the debate towards the core functions and purposes of IE would help defuse the tedious and costly method-wars that IE has triggered in the development arena.

2. So what is the problem?

Our experiences suggest that IE can contribute meaningfully to three purposes.

Learning to ‘improve’ as well as ‘prove’ what works, or what does not. Many organisations struggle daily with balancing the need to show what strategy is working (i.e. prove) with identifying how to improve implementation (i.e. improve). Both are necessary and linked but undeniably exist in tension. Making IE learning-oriented means considering not only whose views and perspectives are central for understanding and valuing impacts in different contexts, but also whose learning counts.

Accountability for resources used. IEs are often based on a notion of accountability as a contractual relationship between donors and implementers. But fair contracts are often based on a notion of accountability whose views and perspectives are central for understanding and valuing impacts in different contexts, but also whose learning counts.

3. So what matters?

A constructive debate about IE transcends disciplinary squabbles and methodological tussles about which method or definition is best. We offer five elements as a starting point for clarifying assumptions and broadening the scope of IE, each of which has practical implications.

1. Standards matter. No one contests the importance of having standards by which an intervention or change process can be judged as being ‘effective’ or norms that the IE methodology should respect. However we argue that greater care is needed about drawing inferences from individual studies or constellation of studies. Effective IE requires looking more holistically at standards not just in IE design but in implementation and use.

2. Rigour and utility matter. Rigour is one of the most contested aspects of quality within IE often narrowly defined as statistical rigour and ascertaining causality. We need ‘relevant rigour’ — a standard for rigour that is relevant to the purposes of IE. We also need to be rigorous about ensuring the IE is relevant — ‘rigorous relevance’. We also need to be rigorous about assessing which domains of a given intervention require knowledge and, therefore, merit privileged attention. Rigour and relevance are intricately linked and determine the extent to which an IE is fit for purpose and methodologically appropriate to the nature of the intervention and the context.

3. Power and politics matter. Power relations affect evaluative processes in many different ways: in the choice of what is evaluated, how it is done, who is involved, what is valued by whom, its eventual use — and above all who decides all of the above. The politics of IE are more intense when findings are likely to affect people’s status, position and livelihoods. Factoring power and politics into IE is important no matter what method is selected — we ignore it at our peril.

4. Evidence matters. Evidence clearly matters. No one is against evidence. However we see the need for different types and sources of evidence – depending on the question, the type of intervention and the purpose of a given evaluation. IE largely ignores two important forms of data. First, evidence that tracks the emerging impact of programmes to enable ongoing feedback and adapting implementation. Second is the recent emphasis on ‘big data’, including direct and focused citizen feedback encouraged by organisations like Ushahidi and Twaweza, and real-time data collection from multiple sources through for example the UN’s Global Pulse initiative (Kirkpatrick, 2013).

5. Uncertainty and complexity matter. Not everyone has signed up to the notion that development work is largely focused on addressing ‘wicked problems’. However, a consensus is emerging that development involves systemic change which, by definition, is neither linear nor predictable (Beinhocker 2006, Ramalingam & Jones 2008). Hence, in many contexts IEs need to go beyond proving causality to understanding patterns and correlations that can reduce uncertainty.
Conclusion

Impact evaluation can contribute to international development effectiveness by improving learning, accountability and by influencing policy and practice. If we agree that these purposes are important then we need to be clearer about whose learning counts, whose accountability is improved and whose influence is strengthened. Furthermore we suggest five topics that can help clarify how IE contributes to these processes: standards; rigour and relevance; power and politics; the nature of evidence; and complexity and uncertainty.

For this debate to be even more productive requires a genuine desire to navigate with curiosity and listen across disciplinary codes. We all need to be open to the possibility that our preferred approaches to IE are as likely to have limitations in terms of the purposes described above – just as the projects that we evaluate.
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LET THE LEARNING DEFINE THE METHOD RATHER THAN THE METHOD DEFINING THE LEARNING

Margareta de Goys

Poverty reduction is an overarching development objective for the United Nations Industrial Development Organization (UNIDO). Many UNIDO evaluations have attempted to assess the impact of UNIDO’s interventions on poverty reduction. This met with various challenges but also resulted in interesting findings about results and impact drivers.

Typically a multidimensional definition of poverty was used along five interrelated dimensions (economic, protective, political, socio-cultural and human) influenced by two cross-cutting themes (gender and environment). Evaluations have confirmed that many UNIDO projects contribute to poverty reduction or hold the potential for doing so especially with respect to the first Millennium Development Goal (Eradicate extreme poverty and hunger). Such contributions may be intended or unintended – direct as well as indirect. Most often they are found within the economic dimension of poverty through job creation or increased income but there were notable examples of other contributions to human dimension. Evaluations also indicate that many opportunities for adopting pro-poor approaches have not been tapped.

The evaluations used a theory based approach, identified impact drivers and included recommendations to improve pro-poor targeting. Findings disclosed long and complex intervention logics involving many intermediate stages between project outputs and ultimate impact. The identification of impact drivers and the adoption of realistic assumptions were important success factors. This was especially the case for policy-oriented and institution building projects.

An encouraging move towards rigorous impact evaluations is underway. However, quantitative evaluations with a control group are not always possible and at times such approaches do not generate the information we need. Ideally impact evaluations need to be planned for and control groups established at the project design stage. This is not always feasible since as many UNIDO projects focus on supporting the establishment or the strengthening of public sector institutions, such as laboratories, that form part of a national quality system. For ethical as well as legal reasons governments cannot prevent access to public services over a longer period of time and the establishment of control groups are not always possible. Despite these constraints, attempts have been made to assess the impact of UNIDO projects, bearing in mind the poverty reduction, trade capacity building and green industry mandates of the organization. Most impact evaluations used a theory-based approach. Some adopted a systems approach and in a few cases we experimented with systems dynamics modeling in complex
project environments where influencing and contributing factors were many and could not easily captured in a linear model.

This latter approach demonstrated the importance of looking at not only the project but also the context in which it operates. We drew inspiration from the work of evaluations scholars such as Bob Williams and Richard Hummelbrunner (see June 2013 issue of Connections). This approach was challenging but provided opportunities for systemic thinking/analysis and helped to raise awareness of the potential of systems thinking within UNIDO and to ascertain its utility for project design. We were also able to verify that as John Mayne and others have pointed out “projects” are only one of several entities/actions that contribute to results.

Systems analysis allows for loop learning and reflection on what causes a change that will, in its turn, cause other changes. It enables contexts or external factors to be part of the analysis thus reaching out beyond the project boundaries and allowing for multiple perspectives (beyond that of the project protagonists) and holistic analyses. For us, the main purpose was to understand if a project concept works and most importantly why.

Our evaluations demonstrated that many influencing factors drive (or fail to drive) impact. We learnt that impact evaluation/analysis should not limit itself to factors within the control of a project. It also needs to look at influencing factors in order to explain the impacts to which the project likely contributed. The impact assessed was in terms of employment, export, income or consumer protection against sub-standard products.

In a nutshell, we found that:
• the same intervention (defined through the intervention logic or theory of change) can produce different effects not only because the implementation is more or less effective or efficient but because the context is different
• we cannot explain impact purely by our own interventions
• we can generate information pointing to plausible contributions

As an example, a trade capacity building project can reach its objectives in terms of increased capacities to trade and economic development but this does not automatically generate poverty reduction effects for workers in the supported sector. Improved working conditions or increased salaries (for workers receiving salaries below the poverty line) often depend on external (beyond the project) contexts such as consumer awareness and export market regulations.

Of course the United Nations has an important role in the promotion of Corporate Social Responsibility and in raising awareness about social and environmental issues. Evaluation findings clearly pointed to the importance of combining the technical cooperation function with the normative or advocacy roles.

Furthermore, evaluations showed that many so called impact drivers were not known or accounted for at the project formulation stage. Actual contributions were often unintended and could be both direct and indirect. It is thus not possible to capture and learn about these drivers by purely using a theory-based or control group approach. Our evaluative experience also confirmed the importance of assessing results beyond the outcome level as positive results at one level can be offset by negative effects at another.

For instance positive effects in terms of employment or income can be offset by growing inequalities or negative effects caused by working in a hazardous environment or to the environment. In fact, many gender, socio-cultural, environmental or human dimensions of poverty need to be specifically targeted and negative socio-cultural or environmental effects that might occur need to be monitored and addressed, as appropriate.

The data generated from various methods and subsequent analyses have clearly contributed to an improved understanding on why and how development effects are generated and which are the important impact drivers but also on how the context or the system the project is operating in influence project specific results. This has contributed to organizational learning and helped shape future UNIDO programmes.

In conclusion, effects of development interventions are direct and indirect, foreseen and not foreseen and the quest to understand and measure these effects and to develop models to capture them and to learn why they occur or not needs to continue both for increased learning and for aid effectiveness. For more information about UNIDO evaluations please visit www.unido.org.
A growing body of literature points towards the limited relevance of results-based PME approaches that follow a logic of linearity, predictability and control when dealing with processes of complex change characterised by emergence, unpredictability and non-linearity (Forss et al., 2011). In addition, programmes supporting complex change are often built around actors who hold different understandings of the programme’s objectives, how to achieve these, and what roles and responsibilities they should assume (Jones, 2011). This leads to change processes that are much more difficult to predict, measure and understand (Stern et al., 2012).

**An assessment framework for complexity oriented PME**

To assess to what extent a PME approach is complexity oriented, an analytical framework was developed by a three-year action research project (2010–2012) in which ten development organisations (nine Dutch and one Belgian) together with their Southern partners and four research coordinators explored how a variety of PME approaches help respond to a results agenda while dealing with processes of complex change. This framework guided the action research. It consists of four questions relevant to four implications of complexity for PME practice previously identified through a review of literature on PME and complexity:

1. To what extent has the PME approach helped programme stakeholders to:
   - clarify their expectations
   - clarify their roles and responsibilities
   - strengthen trustful relationships
2. To what extent has the PME approach helped programme stakeholders to:
   - learn about the effects of the programme
   - track effects that are difficult to quantify
   - learn about unexpected effects
   - strengthen processes of collaborative learning
3. To what extent has the PME approach helped programme stakeholders to:
   - satisfy upward accountability needs of the donor
   - satisfy horizontal accountability needs
   - satisfy downward accountability needs of the beneficiaries
4. To what extent has the PME approach helped programme stakeholders to:
   - contribute to changes in the internal practices of the programme
   - gain clarity about the programme’s contribution to the observed effects.

**Actor-focused PME**

The PME approaches piloted through action research included outcome mapping (OM), most significant change (MSC), client satisfaction tools (CSI), Sensemaker and participatory M&E tools such as person goal setting research included outcome mapping (OM), most significant change (MSC), client satisfaction tools (CSI), Sensemaker and participatory M&E tools such as person goal setting tools (OM), most significant change (MSC), client satisfaction tools (CSI), Sensemaker and participatory M&E tools such as person goal setting tools (OM), most significant change (MSC), client satisfaction tools (CSI), Sensemaker and participatory M&E tools such as person goal setting tools (OM), most significant change (MSC), client satisfaction tools (CSI), Sensemaker and participatory M&E tools such as person goal setting tools.

Rather than focusing on the ‘hoped-for changes in state’ (e.g. changes in income levels) they direct attention to what people do (e.g. behaviour, practices, relationships) in order to contribute to the hoped-for changes in state and/or people’s perceptions. This contributed to advantages as well as challenges:

1. It provided a language for deeper conversations among programme stakeholders and helped strengthen relationships. The increased social interaction was seen to enhance transparency, trust and empowerment of stakeholders. Furthermore, issues of bias or ‘cherry picking’ the positive stories became less of an issue since monitoring information was firstly used for critical reflection about the programme and allowed different stakeholders with different perspectives to contribute their inputs. However, using the feedback for learning and providing the necessary time and resources to inform the people who provided it about what was done with it remained a considerable challenge.

**Recommendations for PME practitioners**

- Actor focused PME approaches can help to broaden a programme’s “radar screen.” In other words, tracking changes in behaviour, relationships or practices of target groups in different spheres of influence can bring to light important information about a programme’s effects or results that would otherwise remain hidden.
• Regular monitoring resulting in lessons that inform programme adjustments is key when dealing with complex change processes. This requires shifting perceptions of the meaning and value of regular monitoring practice. Monitoring is still widely perceived as the little brother (or sister) within monitoring and evaluation. It is often limited to a regular follow-up of programme activities and activity-based progress reports. Evaluation, on the other hand, is associated with deeper learning about programme results. At the same time, such evaluations are often carried out by external consultants, and the learning is therefore externalised.

• Monitoring by programme staff needs to go beyond activity monitoring but should systematically and regularly track programme effects and motivate learning processes that can inform programme adjustment whenever the programme is getting off track. Strong leadership that motivates and mandates regular learning-centred monitoring of programme effects is essential.

**Recommendations for donors**

• There is need to adopt a wider notion of what results may entail and accept as valuable results changes in behaviours, relations or perceptions among social actors directly or indirectly influenced by a programme.

• Donors should ask funded programme actors to demonstrate that they have developed and implemented PME systems that are learning-centred and require specific accounts of how lessons learned were used for programme improvement or planning.

• Donors should insist on funding proposals that are clear and explicit about the various actors in a programme’s sphere of control (i.e. who is responsible for inputs, activities, outputs), spheres of direct influence (direct target groups) and spheres of indirect influence (indirect target groups or final beneficiaries).

• Finally, appreciation should be shown for programmes that demonstrate a deep understanding of theory of change and a readiness to adapt the original theory of change as implementation progresses. This would help safeguard and promote flexibility in programme planning and execution which is essential when supporting complex change processes.

**References**


We were commissioned by a State government in Australia to review its approach to the evaluation of a major investment in science and innovation that it made over a decade ago. It quickly became clear to us that the traditional auditing process adopted by our client which relied on reconstruction of the original objectives and targets of the investment was inappropriate. It boosted costs, slowed down the evaluation and sapped the goodwill of stakeholders – without contributing much by way of evidence on the impact and value for money of the investment.

Apart from the obvious finding that an evaluation framework should have been specified at the outset of the intervention, we concluded that the audit approach was cumbersome and expensive. It required reconsideration. Accordingly, we suggested an alternative designed to increase the speed, effectiveness and efficiency of the evaluation. Our advice might have wider applicability not only in the science and innovation policy field but more generally for the assessment of major investments implemented in uncertain contexts.

The specific solution we proposed drew on the structured hypothesis testing techniques used by the US security intelligence community. It involves assessing the investment by formulating and testing succinct propositions against summaries of available evidence in a structured and sequential manner. It reverses the time-line of the audit approach (tracking the intervention as it unfolds over time) by identifying the contribution of the intervention from a formative perspective – how we might move forward taking account of current budgetary and policy priorities.

The approach aims to maximize the signal to noise ratio by quickly testing hypotheses against the balance of probabilities and by reporting the results in a concise fashion according to a format suitable for use at later dates. A critical aspect of the approach is that it allows for, and encourages, an iterative process by which hypotheses are readily reformulated and evaluation results revised as fresh evidence becomes available – without recourse to major and costly re-writing of unwieldy reports.

The hypothesis testing approach we piloted proved to be effective in getting the State government evaluation back on track and engaging stakeholders in a positive dialogue about preparing for the future (rather than just reflecting on the past). It also demonstrated potentially significant cost savings compared with the audit-based approach. Consequently, the State government is now adopting the approach more widely and further developing its key components, namely:

- Engagement of stakeholders in jointly specifying and agreeing the key hypotheses underpinning the intervention program to be tested and adjusted as development proceeds
- Agreement amongst stakeholders at the outset of the program on the design of the monitoring and evaluation questions, framework, methods and reporting arrangements and their respective roles in providing the necessary data
- Mixed evaluation methods and a process of triangulation to assess convergence of the emerging evidence – to reduce complexity as the intervention unfolds
- Tracking mechanisms to ensure that the evaluation can help reduce uncertainty and inform decisions in a clear and simple way especially at anticipated ‘forks’ in the road of program development
- Methods by which evaluation design and reporting can be standardized and the integrity of the evaluation process protected – including protocols that guarantee evaluators’ independence regardless of whether they are internally or externally commissioned.

The approach we piloted is promising for more widespread use given its following compelling attributes.

Firstly, by reducing the complexity and workload of evaluations it lowers their cost and duration. If applied in a continuous developmental manner, such evaluations could spot early program failures and contribute to better use of resources.

Secondly, it offers a clear and standardized discipline for the design and conduct of program evaluations. It enables public authorities to become smarter commissioners of evaluations, recipients of government funding to be clearer about evaluation information needs, and evaluators to be more consistent in the conduct and reporting of evaluations.

Finally, the approach can be set up at the start of a program and at low cost. Hence, program managers will know at the outset what the key evaluation issues are and how they will be assessed. The resulting discipline of continuously monitoring and evaluating how public value is being generated (or not) by testing hypotheses against available evidence increases the likelihood of generating benefits for taxpayers by fostering continuous improvement.

On the basis of experience to date, the hypothesis testing method could help to bridge theory of change approaches and real time developmental evaluation in a pragmatic and rigorous way. It could contribute to the integration of policy and program design with the evaluation methods to be used before, during and after the intervention.

This potential exists because policy and program design in complex and uncertain contexts is itself often based on hypotheses about the underlying theory of change and the appropriate form for program architectures and delivery mechanisms. Consequently, the approach can also be used to collate and analyse the evidence that drives policy
and program design by integrating, assessing and reporting research findings from different interventions in a single comprehensive framework.

The next phase in the development of the approach is a set of pilot activities to be carried out in partnership with interested Australian federal government departments and agencies to explore the potential of this integrated approach (including pilots in analysing complex evidence that informs policy stances). There is the potential for wider experimentation with developing the approach. For example, it might make sense to set up an ‘open source’ forum – allowing the results of multiple pilots to be logged, lessons learned to be spelled out and a community of good practice to be developed. Further information on the approach can be obtained from the authors on request.

The corresponding author is Mark Matthews (mark.matthews@anu.edu.au).
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Public involvement in research has grown significantly in recent years. There are now tens of thousands of people working alongside academics and funders designing and conducting research on subjects ranging from health to physics and from local history to conservation.

A Public Involvement Impact Assessment Framework (PiiAF) was launched on September 6 2013 in London. At the launch researchers, research funders and members of the public learnt about PiiAF and got a chance to try out the online version, which was recently posted at http://piiaf.org.uk/index.php.

PiiAF was designed by Universities in Lancaster, Liverpool and Exeter. They joined forces with to produce an innovative resource to help evaluators assess the impact of public involvement in research. PiiAF was developed with funding provided by the Medical Research Council Methodology Research Programme. The public was involved as user investigators on the research team and through the study’s Public Advisory Group and National Advisory Network.

Surveys conducted by PiiAF found that close to 90% of respondents considered it important to involve the public in research impact assessments. More than 200 different types of impacts – on research and on the people involved – were identified in a recent review of literature, some 40% of which negative. However, very little of this literature was grounded in rigorous evaluations.

“The complexity of public involvement in research makes evaluation very challenging – no single assessment method will cover all situations… However, this new resource will help evaluators to identify the issues that could affect the impacts public involvement can have on their research and to develop an approach to assessing these impacts that is tailored to their particular situation,” said Jennie Popay, Professor of Sociology and Public Health at Lancaster University, who led the team of researchers and who organised the workshop.

The PiiAF framework helps users develop a pathway from their approach to public involvement through to the impacts they want it to have, to identify questions for their evaluation and to decide on the most appropriate methods to use. Prior testing of the PiiAF resource has shown it will also be a useful resource in training for evaluators and members of the public interested in getting involved in research.

Professor Popay and her team would welcome feedback on the PiiAF from Connections’ readers. Please address them to: j.popay@lancaster.ac.uk.

AN INVITATION TO ALL MEMBERS TO PARTICIPATE IN THE 2013 EES ANNUAL GENERAL MEETING (AGM) AND THE EES BOARD ELECTIONS

This is an invitation to all members to participate in the AGM. It is also an invitation to non-members to join or rejoin the EES. The 2013 EES AGM will be held on 13 December 2013, from 15:00 till 16:00 (CET) in Paris, France. This year’s AGM is tasked with the election of two new EES Board members for positions becoming vacant as of January 2014. One of these is for the Vice-President/President Elect to be appointed following Claudine Voyadzis’ ascendency to the Presidency.

Voting will be online starting in early December, running until the AGM date. As provided for in the statutes of the Society (Art. 16) and in order to facilitate full participation by members the EES Board will hold the AGM with the help of electronic communications. We will explain how to join the AGM electronically via an email that will be addressed to EES members in good standing seven days prior to the AGM date. We will announce the results at the end of the AGM.

All EES members are cordially invited to participate. For more information about the AGM agenda, the online election process and the candidates please visit the EES website at www.europeanevaluation.org.

KARIN ATTSTRÖM, EES BOARD MEMBER LEAVING THE POST

Please join me in thanking Karin for her four-year service as Board Member, especially for her contribution to the EES communication strategy and her sharp insights.

Maria Bustelo, the EES President.